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ABSTRACT
We use distant blue horizontal branch stars with Galactocentric distances 16 < r < 48 kpc as
kinematic tracers of the Milky Way dark halo. We model the tracer density as an oblate, power
law embedded within a spherical power-law potential. Using a distribution function method,
we estimate the overall power-law potential and the velocity anisotropy of the halo tracers.
We measure the slope of the potential to be γ ∼ 0.4, and the overall mass within 50 kpc is
∼4 × 1011 M#. The tracer velocity anisotropy is radially biased with β ∼ 0.5, which is in
good agreement with local solar neighbourhood studies. Our results provide an accurate outer
circular velocity profile for the Milky Way and suggest a relatively high-concentration dark
matter halo (cvir ∼ 20).

Key words: stars – Galaxy: halo – Galaxy: kinematics and dynamics – dark matter.

1 I N T RO DUCTION

The mass of our Galaxy is a fundamental – yet poorly constrained
– astrophysical quantity. Several attempts have been made to mea-
sure the total mass of the Milky Way using kinematic tracers (e.g.
Wilkinson & Evans 1999; Xue et al. 2008; Gnedin et al. 2010;
Watkins, Evans & An 2010), the orbits of the Magellanic Clouds
(e.g. Lin & Lynden-Bell 1982; Besla et al. 2007), the local escape
speed (Smith et al. 2007) and the timing argument (Li & White
2008). The results of this extensive list of work are distressingly
inconclusive with total masses in the range 0.5–3 × 1012 M#.

The most common method to probe the mass distribution is to
use kinematic tracers such as globular clusters, stellar halo stars
and satellite galaxies. The properties of these tracer populations
are linked to the underlying matter distribution via the steady state
(spherical) Jeans equation:

M(< r) = rσ 2
r

G

(
−d lnρtr

d lnr
− d lnσ 2

r

d lnr
− 2β

)
. (1)

At face value, this equation is remarkably simple; the mass dis-
tribution is related to the logarithmic gradients of the radial ve-
locity dispersion σ r and density ρ tr of the tracers, as well as the
velocity anisotropy β. Without firm knowledge of the tracer proper-
ties, our Galactic mass measures suffer from the well-known mass-
anisotropy–density degeneracy.

The density distribution of the stellar halo has been studied exten-
sively (e.g. Yanny et al. 2000; Chen et al. 2001; Newberg & Yanny

!E-mail: ajd75@ast.cam.ac.uk (AJD); vasily@ast.cam.ac.uk (VB);
nwe@ast.cam.ac.uk (NWE); jinan@nao.cas.cn (JA)

2006; Jurić et al. 2008). However, only in recent years has a consen-
sus on the profile been reached (e.g. Deason, Belokurov & Evans
2011b; Sesar, Jurić & Ivezić 2011). Our knowledge of the orbital
properties of the stellar halo stars is limited to the solar neighbour-
hood where the velocity ellipsoid is radially biased (e.g. Kepley
et al. 2007; Smith et al. 2009a; Bond et al. 2010). In contrast, Sirko
et al. (2004) inferred the velocity anisotropy of stellar halo stars at
larger distances (i.e. r > 10 kpc) from line-of-sight velocities alone,
and found an isotropic velocity ellipsoid; this is in contrast to the
strongly radial anisotropy found locally. However, the uncertainties
in these measurements proved too large for a conclusive result.

In this Letter, we break the mass-anisotropy–density degener-
acy for the first time. We adopt the recently measured stellar halo
density of Deason et al. (2011b) and disentangle the remaining
mass-anisotropy degeneracy using line-of-sight velocities of blue
horizontal branch (BHB) tracers out to r ∼ 50 kpc selected from
the Sloan Digital Sky Survey (SDSS). Several studies have mea-
sured the total mass of the Galaxy within r ∼ 50 kpc (e.g. Kochanek
1996; Wilkinson & Evans 1999; Sakamoto, Chiba & Beers 2003;
Xue et al. 2008) but the mass profile is poorly known. We mea-
sure the slope of the overall potential and thus provide an accurate
circular velocity profile out to 50 kpc.

2 METHOD

Beyond the solar neighbourhood, we typically have full spatial in-
formation for stellar halo stars together with accurate line-of-sight
velocities. While the density distribution of stellar halo stars has
been extensively studied, there have been very few attempts to infer
the velocity anisotropy. In the absence of information on the proper
motions, most previous studies have resorted to assuming a velocity

C© 2012 The Authors
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Velocity dispersion profile of the Milky Way 1691

and an isothermal total mass distribution for the Milky Way. We can

further ask whether the same data are consistent with a more de-

tailed model explicitly including both a stellar disc – which is well

known to dominate the total mass inside the solar circle (e.g. Dehnen

& Binney 1998), and still contributes !10 per cent to the mass at

50 kpc – and an extended dark-matter halo which is (as per cosmo-

logical N-body simulations) non-isothermal.

We first specify an exponential stellar disc with rotation curve

V 2
c,d(r ) =

G Md(r )

r
=

G Md,tot

r

[

1 −
(

1 +
r

rd

)

exp
(

−
r

rd

)]

, (12)

where M d,tot = 5.8 × 1010 M# and r d = 2.4 kpc according to

Dehnen & Binney (1998).

Second, we take a dark-matter halo from the family of models de-

veloped by Dehnen & McLaughlin (2005). Specifically, we assume

that the halo follows the scaling ρ h/σ
3
r,h ∝ r−35/18 (consistent with

simulations) and has an isotropic velocity distribution at its centre

(but may be anisotropic elsewhere). Such a halo has a density cusp

ρ h → r−7/9 in the limit r → 0, and ρ h → r−31/9 as r → ∞. Thus,

it has a finite total mass, and its circular-speed curve is

V 2
c,h(r ) =

G Mh(r )

r
=

G Mh,tot

r

[

r 4/9

r 4/9 + r
4/9
0

]5

, (13)

from equation (20f) of Dehnen & McLaughlin (2005).

To fix the halo parameters, we specify the value of the total cir-

cular speed, V 2
c = V 2

c,d + V 2
c,h, at two Galactocentric radii: at the

position of the Sun, r = 8 kpc, we require V c = 220 km s−1, while

at r = 50 kpc we adopt V c = 205 km s−1. This latter value corre-

sponds to a total mass of M d + M h = 4.9 × 1011 M# inside r =
50 kpc, chosen in order to agree with the analysis of Kochanek (1996,

see also Rohlfs & Kreitschmann 1988). These two constraints then

imply M h,tot = 1.10 × 1013 M# and r 0 = 40.5 kpc.

The total mass M h,tot here is obtained formally by integrating the

dark-matter density profile to infinity, but physically more mean-

ingful is the halo mass within finite radii corresponding to specific

overdensities relative to the critical ρ c = 3H 2
0/8πG. First, in a ‘con-

cordance’ cold dark matter (#CDM) cosmology with $m = 0.3 and

$# = 0.7, the virial radius of a halo is that within which the aver-

age density 3M h(r vir)/4πr 3
vir is equal to 337ρ c (e.g. Bullock et al.

2001). With H 0 = 70 km s−1 Mpc−1, r vir ' 200 kpc and M vir '
1.5 × 1012 M# for our model, both of which are reasonable for an

L∗ galaxy like the Milky Way. Alternatively, haloes are commonly

measured by the radius r200 within which the average density is

200ρ c. In our case, r 200 ' 250 kpc and M 200 ' 1.75 × 1012 M#.

For comparison with numbers given by Battaglia et al. (2005), the

total mass inside 120 kpc is M(r " 120 kpc) = 1.05 × 1012 M#.

A scale of interest in connection with numerical simulations of

dark-matter haloes is the radius r−2 at which the local logarithmic

slope of the density profile is d ln ρ h/d ln r = −2. In our model,

r−2 = (11/13)9/4 r 0 = 27.8 kpc, and the ratio r 200/r −2 = 9 is nicely

consistent with the values found by Navarro et al. (2004) for simu-

lated haloes with masses in the range M 200 = 1–2 × 1012 h−1 M#.

To predict the kinematics of tracers in the stellar halo, we use

the density model for the tracers that has already been employed in

Section 2.2, i.e. equation (8) with γ = 3.5 and n = 2, although we

set the truncation radius r t = r vir = 200 kpc, somewhat larger than

the value used in Fig. 3. We then solve the Jeans equation (1) for

an assumed spatially constant velocity anisotropy β, and apply the

geometric correction in equation (6). This yields a model σ GSR(r ),

which is compared with the Battaglia et al. (2005) data to compute

χ 2. The minimum χ 2 = 9.5 (for 10 data points) is achieved with

β = 0.5. As was mentioned above, this slight radial bias is consistent

Figure 4. Two-component mass model for the Milky Way, and the velocity-

dispersion profile for a tracer population in the stellar halo. The thin, solid

(black) curve is the total circular-speed curve V c(r ) of the model (see equa-

tions 12 and 13). The bold, solid (red) curve running through the data is

the predicted GSR velocity-dispersion profile for a tracer population with

a density profile truncated at r t = 200 kpc (see text for details) and with

a spatially constant velocity anisotropy β = 0.5. The thinner, dotted (red)

curves bracketing this are the predicted σ GSR for β = 0.5 still, but with

truncation radii r t = 170 kpc and r t = 230 kpc. The bold, dashed (blue)

curve above these is the σ GSR that would obtain with β = 0.5 and ρ(r ) ∝
r−3.5 at all radii (no truncation). Data points are from Battaglia et al. (2005)

(filled circles) and from Harris (2001) (open squares).

with observations of halo stars in the solar neighbourhood (Chiba

& Yoshii 1998; Gould 2004).

Fig. 4 shows our best-fitting σ GSR profile against the Battaglia

et al. data, plus another estimate of the stellar-halo velocity-

dispersion profile from Harris (2001). The latter is also constructed

from velocity data for globular clusters, RR Lyrae stars and dwarf

spheroidals, and so is not independent of the Battaglia et al. pro-

file; thus, we have not used it in determining χ 2 for our models.

However, this alternate profile serves to confirm the overall sense

of the Battaglia et al. results (and to emphasize their uncertainty at

the largest radii). In Fig. 4, we have also plotted alternate models

in which the tracers still have constant β = 0.5 but are truncated at

r t = 170 or 230 kpc. The bold, dashed curve which declines only

gradually towards large radius is the velocity-dispersion profile as-

suming the tracer density profile to be an untruncated pure power

law ρ ∝ r−3.5. This is the assumption made by Battaglia et al. (2005)

in their modelling, and it clearly has a dramatic – even dominant –

influence on the anisotropy profiles they require in order to fit the

observed σ GSR(r ).

3 D I S C U S S I O N

Comparing Figs 3 and 4, it is clear that in the latter we are able to

describe the observed σ GSR(r ) profile with a larger assumed trun-

cation radius for the stellar-halo tracers than in the former, and also

that a constant β = 0.5 predicts slightly lower velocity dispersions

at small radii in our (disc+halo) mass model than in the constant-V c

model. These points simply reflect that the total circular speed given

by equations (12) and (13) decreases monotonically with radius for

r > 6.6 kpc (which adds to the effect of a truncated tracer density

in driving the decline of σ GSR), and in fact is less than 220 km s−1

at all radii covered by the Battaglia et al. (2005) or Harris (2001)

C© 2006 The Authors. Journal compilation C© 2006 RAS, MNRAS 369, 1688–1692
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Figure 2. Phase-space diagram for Aquarius subhalos using their space velocity;
velocities and positions are scaled by virial values. At each radius, the velocity
distribution is roughly Maxwellian rather than Gaussian; the distributions are
maximized near Vtot ≈ Vvir for a wide range of radii. The colored squares show
Leo I’s location in this phase space, using the measurement of Vt from Paper I,
for representative values of Mvir,MW (the colors are the same as in Figure 1).
Colored lines show surfaces of constant energy in an NFW potential, while the
dashed (dotted) curve shows the escape velocity for an NFW potential with a
concentration of 8 (16). For virial masses less than ≈1.2 × 1012 M#, Leo I is
less bound than virtually all Aquarius subhalos.
(A color version of this figure is available in the online journal.)

2001; Macciò et al. 2007; Boylan-Kolchin et al. 2010; Klypin
et al. 2011).

A remarkable feature of Figure 2 is that vanishingly few
subhalos—to be precise, only one in our entire Aquarius
sample, or 0.01%—have orbits that are unbound (V > Vesc).
Furthermore, this single unbound subhalo is part of a massive
(Mvir ≈ 1.3 × 1011 M#) infalling group10 at r ≈ 1.4 rvir
in the Aquarius C halo, and is therefore a somewhat special
case. Similar results are found for VL-II (0.06% unbound) and
GHALO (no unbound subhalos); see the Appendix for a version
of Figure 2 that includes VL-II and GHALO data.

All eight of these high-resolution simulations target individ-
ual MW-sized dark matter halos, while the MW has a close
neighbor of comparable mass, M31. In order to assess possible
effects of Local Group-like environments on the unbound frac-
tion of dark matter subhalos, we also have analyzed a series of
Local Group simulations from the ELVIS project (S. Garrison-
Kimmel et al., in preparation), which includes a suite of dark
matter re-simulations of Local Group analogs in the WMAP7
cosmology. The vast majority of ELVIS halos have no unbound
subhalos, in agreement with the Aquarius, VL-II, and GHALO
results. The ∼1% unbound fraction in the other ELVIS halos are
either (1) the result of very recent major mergers or (2) subhalos
associated with a massive, recently accreted object. The first
situation is not relevant for the MW, while the orbit integrations
in Paper I demonstrate that the second situation is not appli-
cable to Leo I. The same calculations further show that Leo I

10 This group can be seen as a deformation of the contours at vr ≈ −1.5 Vvir
in Figure 1.

has not interacted with Andromeda over the past Hubble time,
indicating that M31 has not been a major dynamical influence
on Leo I’s orbit.

The negligible unbound fractions found in the ELVIS resim-
ulations appear to be in conflict with results from the CLUES
project,11 which consists of a number of constrained simula-
tions of the Local Group: Di Cintio et al. (2012) found that
approximately 3% of subhalos within rvir are unbound in the
CLUES Local Group analogs. This difference, however, has its
origin in how escape velocities are computed in our analysis and
in Di Cintio et al. (2012), not in the properties of the simula-
tions themselves. The Amiga Halo Finder (Knollmann & Knebe
2009), which was used for identifying subhalos in the CLUES
runs, calculates the gravitational potential of a halo by assum-
ing that it is truncated at rvir. Allowing for the mass external
to rvir, as in our calculations, results in larger binding energies
and significantly reduces the unbound fraction. As an example,
an NFW profile with Mvir = 7 × 1011 and c = 8 places Leo I
on a parabolic orbit (Vesc = VLeo I), whereas the same mass
distribution, truncated at DLeo I, has an escape velocity that is
20% lower, ∼160 km s−1. The difference between extended and
truncated mass distributions is even more pronounced for higher
values of Mvir.

We have explicitly checked that the unbound fractions in
Aquarius, VL-II, and GHALO are comparable to those from
Di Cintio et al. (2012) if we artificially truncate the mass
distribution at rvir. We therefore conclude that our calculations
regarding the very low unbound fractions in MW-sized halos are
likely robust to the presence or absence of an Andromeda analog,
so long as the full mass distribution surrounding the halo(s) is
considered. The precise unbound fraction clearly depends on the
specific definition of the truncation radius of the gravitational
potential—or, equivalently, on the potential’s zero point. The
constraints on the virial mass of the MW that we derive in
Section 4 do not depend on whether Leo I is unbound in an
absolute sense (which is an ill-posed question in a cosmological
context), but only on how bound it is relative to other MW
satellites and to subhalos in N-body simulations; these quantities
are independent of the choice of truncation radius.

Based on our analysis of the eight highest resolution ΛCDM
N-body simulations of MW-sized dark matter halos performed
to date, it is very unlikely that Leo I is on an unbound orbit. This
point is also consistent with both theoretical models of halo
formation and numerical simulations of structure formation,
as discussed in the introduction.12 Although unbound orbits
are quite rare in the simulations adopted here, they are fully
incorporated in our analysis. Likewise, our analysis already
includes any subhalos with energies that have been boosted
by three-body interactions. That Leo I is almost certainly
bound imposes a weak constraint on the MW mass in the
context of ΛCDM, however: this requires only that Mvir,MW !
0.7 × 1012 M# (ignoring proper motion errors). In the next
section, we combine the proper motion results of Paper I with the
Aquarius subhalo data introduced above to derive more stringent
lower limits on the virial mass of the MW.

4. CONSTRAINING THE MILKY WAY’S VIRIAL MASS

While the Aquarius halos provide us with a large sample of
subhalos, the host halos themselves only give us six different

11 http://www.clues-project.org/index.html
12 The same logic can be applied to fast-moving satellites of M31, such as
And XII and XIV (McConnachie 2012), meaning they are also likely to be
bound satellites.
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Galactic stellar haloes in the CDM model 757

Table 3. Axial ratios q = c/a and s = b/a of stellar-mass-
weighted three-dimensional ellipsoidal fits to halo stars within
a galactocentric radius of 10 kpc. These were determined using
the iterative procedure described by Allgood et al. (2006), which
attempts to fit the shapes of self-consistent ‘isodensity’ contours.
A spherical contour of r = 10 kpc is assumed initially; the shape
and orientation of this contour are then updated on each iteration
to those obtained by diagonalizing the inertia tensor of the mass
enclosed (maintaining the length of the longest axis). The values
thus obtained are slightly more prolate than those obtained from
a single diagonalization using all mass with a spherical contour
(i.e. the first iteration of our approach), reflecting the extremely
flattened shapes of our haloes at this radius. The oblate shape of
Aq-E is not sensitive to this choice of method.

Halo A B C D E F

q10 0.27 0.28 0.29 0.33 0.36 0.21
s10 0.30 0.32 0.32 0.42 0.96 0.25

Figure 8. The growth of the stellar halo (upper panel) and the DM halo (the
principal branch; lower panel) as a function of expansion factor (bottom
axis) or redshift (top axis). Lines show the mass fraction of each halo in
place at a given time. Stars are counted as belonging to the stellar halo when
the DM particle that they tag is assigned to the principal halo, or is not bound
to any SUBFIND group.

most significant progenitor satellites against their redshift of infall
(the time at which their host halo first becomes a subhalo of the
main FOF group). Here we class as significant those satellites which
together contribute 95 per cent of the total halo stellar mass (this
total is shown as a vertical line for each halo) when accumulated
in rank order of their contribution. By this measure there are (5,
6, 8, 6, 6, 1) significant progenitors for haloes (A, B, C, D, E, F).
We also compare the masses of the brightest Milky Way satellites
to the significant contributors in our stellar haloes. Typically, the
most significant contributors have masses comparable to the most
massive surviving dwarf spheroidals, Fornax and Sagittarius.

With the exception of Aq-F, all the most significant contribu-
tors to our stellar haloes were accreted more than 8 Gyr ago. We
highlight (as filled squares) those contributors whose cores survive
as self-bound objects at z = 0. We find that surviving satellites

Figure 9. LFs of surviving satellites (solid) in each of our six haloes,
compared with those of totally disrupted halo progenitors (dashed). These
are constructed using only stars formed in each satellite before the time of
infall (the halo–subhalo transition). The luminosity of each population is
that after evolution to z = 0.

accreted before z = 1 are the dominant contributors to the many-
progenitor haloes Aq-C and Aq-D. The extreme case of Aq-F is
atypical: more than 95 per cent of the halo was contributed by the
late merger of an object of stellar mass greater than the Small Mag-
ellanic Cloud (SMC) infalling at z ∼ 0.7, which does not survive.
By contrast, the two least massive haloes, Aq-B and Aq-E, are built
by many less massive accretions at higher redshift, with surviving
satellites making only a minor contribution (<10 per cent). Halo
Aq-A represents an intermediate case, in which stars stripped from
a relatively late-infalling survivor add significantly (∼10 per cent)
to the mass of a halo predominantly assembled at high redshift.
The relative contributions to the halo of all accretion events are
illustrated in Fig. 11. Each line in this figure indicates the frac-
tion of the total halo stellar mass that was contributed by satellites
donating less than a given fraction of this total individually. An in-
teresting feature illustrated by this figure concerns Aq-B, one of our
few-progenitor haloes (shown as light blue in all figures). Although
Fig. 8 shows that the assembly of this halo proceeds over time by
a series of concentrated ‘jumps’ in mass, its final composition is
even less biased to the most significant progenitor than any of the
many-progenitor haloes.

In general, surviving contributors to the halo retain less than
5 per cent of the total stellar mass that formed in them. A small
number of surviving contributors retain a significant fraction of
their mass, for example the surviving contributor to Aq-A, which
retains 25 per cent. In Fig. 12, we show histograms of the number

C© 2010 The Authors. Journal compilation C© 2010 RAS, MNRAS 406, 744–766
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Galactic stellar haloes in the CDM model 759

attributable to one or both of the analytic prescriptions employed
by those authors to model the growth of the DM halo and dynamical
friction in the absence of a live halo. It is also possible that the rela-
tion between halo mass and concentration assumed in the Bullock
& Johnston model results in satellites that are less concentrated than
subhaloes in the Aquarius simulations.

Current observational estimates (e.g. Bell et al. 2008) imply that
the stellar halo of the Milky Way is intermediate in mass between
our haloes Aq-C and Aq-D; if its accretion history is, in fact, qual-
itatively similar to these many-progenitor haloes, Fig. 10 implies
that it is likely to have accreted its four or five most significant con-
tributors around z ∼ 1–3 in the form of objects with masses similar
to the Fornax or Leo I dwarf spheroidals. Between one and three of
the most recently accreted, and hence most massive contributors,
are expected to retain a surviving core, and to have a stellar mass
comparable to Sagittarius (Msgr ∼ 5 × 108 M# or ∼50 per cent of
the total7 halo mass, infalling at a lookback time of ∼5 Gyr; Law,
Johnston & Majewski 2005). It is also possible that the Canis Major
overdensity (with a core luminosity comparable to that of Sagittar-
ius; Martin et al. 2004) associated with the low-latitude Monoceros
stream (Newberg et al. 2002; Yanny et al. 2003; Ibata et al. 2003)
should be included in the census of ‘surviving contributors’ (al-
though this association is by no means certain; e.g. Mateu et al.
2009). Therefore, the picture so far established for the Milky Way
appears to be in qualitative agreement with the presence of surviving
cores from massive stellar halo contributors in our simulations.

4.3 Bulk halo properties and observables

4.3.1 Distribution of mass

In Fig. 13, we show the spherically averaged density profiles of halo
stars (excluding material bound in surviving satellites, but making
no distinction between streams, tidal tails or other overdensities,
and a ‘smooth’ component). The notable degree of substructure
in these profiles contrasts with the smooth DM haloes, which are
well fitted by the Einasto profiles shown in Fig. 13. As discussed
further below, this stellar substructure is due to the contribution
of localized, spatially coherent subcomponents within the haloes,
which are well resolved in our particle representation.

The shapes of the density profiles are broadly similar, showing
a strong central concentration and an outer decline considerably
steeper than that of the DM. We overplot in Fig. 13 an approximation
of the Milky Way halo profile (Bell et al. 2008) and normalization
(Fuchs & Jahreiß 1998; Gould, Flynn & Bahcall 1998). The gross
structure of our three many-progenitor haloes Aq-A, Aq-C and
Aq-D can be fit with broken power-law profiles having indices
similar to the Milky Way (n ∼ −3) interior to the break. Bell et al.
(2008) note that their best-fitting observational profiles do not fully
represent the complex structure of the halo, even though they mask
out known overdensities (our fits include all halo substructure). Our
fits decline somewhat more steeply than the Bell et al. data beyond
their break radii. We suggest that the Milky Way fit may represent
variation at the level of the fluctuations seen in our profiles, and that
an even steeper decline may be observed with a representative and

7Both the Sagittarius and Milky Way halo stellar mass estimates are highly
uncertain; it is unclear what contribution is made by the Sgr debris to esti-
mates of the halo mass, although both the stream and the Virgo overdensity
were masked out in the analysis of Bell et al. (2008) for which a value of
∼3 × 108 M# in the range 3 < r < 40 kpc was obtained from a broken
power-law fit to the remaining ‘smooth’ halo.

Figure 13. Spherically averaged density profiles for our six stellar haloes
(shown as thin lines below the κ = 7 radius of Navarro et al. 2010, at
which the circular velocity of the DM halo has converged to an accuracy of
1 per cent). Arrows mark the break radii of broken power-law fits to each
profile. Dashed lines show Einasto profile fits to the corresponding DM
haloes (Navarro et al. 2010). Grey vertical lines demarcate our outer halo
region (dotted) and the solar neighbourhood (solid); coloured vertical bars
indicate r200 for the dark haloes. For reference, we overplot representative
data for the Milky Way (orange): estimates of the halo density in the solar
neighbourhood (symbols) from Gould et al. (1998, square) and Fuchs &
Jahreiß (1998, circle), and the best-fitting broken power law of Bell et al.
(excluding the Sagittarius stream and Virgo overdensity).

well-sampled tracer population to >100 kpc (For example, Ivezić
et al. (2000) find a sharp decline in counts of RR Lyr stars beyond
∼60 kpc.). In contrast with the many-progenitor haloes, two of our
few-progenitor haloes (Aq-B and Aq-E) have consistently steeper
profiles and show no obvious break. Their densities in the solar shell
are none the less comparable to the many-progenitor haloes. Aq-F
is dominated by a single progenitor, the debris of which retains a
high degree of unmixed structure at z = 0 (see also Fig. 15).

We show projected surface-brightness profiles in Fig. 14. As with
their three-dimensional counterparts, two characteristic shapes dis-
tinguish the many- and few-progenitor haloes. The few-progenitor
haloes are centrally concentrated and well fit in their innermost
∼10 kpc by Sersic profiles with 1.5 < n < 2.2. Beyond 10 kpc,
extended profiles with a more gradual rollover (described by Ser-
sic profiles with n ∼ 1 and 25 < reff < 35 kpc) are a better fit
to the many-progenitor haloes. In their centres, however, the many-
progenitor haloes display a steep central inflection in surface bright-
ness. As a consequence of these complex profiles, Sersic fits over
the entire halo region (which we defined to begin at 3 kpc) are not
fully representative in either case. To illustrate this broad dichotomy
in Fig. 14, Sersic fits to a smoothly growing halo (Aq-C) beyond
10 kpc and a few-progenitor halo (Aq-E) interior to 10 kpc are
shown. Abadi et al. (2006) found the average of their simulated stel-
lar haloes to be well-fit by a Sersic profile (n = 6.3, reff = 7.7 kpc)
in the radial range 30 < r < 130 kpc, which we show as an orange
dashed line in Fig. 14. This profile is close to the ‘mean’ profile of
our halos A, C and D interior to 30 kpc (neglecting the significant
fluctuations and inflections within each individual halo in Fig. 14),
but does not capture the sharp decline of our haloes at radii beyond

C© 2010 The Authors. Journal compilation C© 2010 RAS, MNRAS 406, 744–766
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ABSTRACT

We use A-type stars selected from Sloan Digital Sky Survey data release 9 photometry to measure the outer
slope of the Milky Way stellar halo density profile beyond 50 kpc. A likelihood-based analysis is employed
that models the ugr photometry distribution of blue horizontal branch and blue straggler stars. In the magnitude
range 18.5 < g < 20.5, these stellar populations span a heliocentric distance range of: 10 ! DBS/kpc ! 75,
40 ! DBHB/kpc ! 100. Contributions from contaminants, such as QSOs, and the effect of photometric
uncertainties, are also included in our modeling procedure. We find evidence for a very steep outer halo profile, with
power-law index α ∼ 6 beyond Galactocentric radii r = 50 kpc, and even steeper slopes favored (α ∼ 6–10) at
larger radii. This result holds true when stars belonging to known overdensities, such as the Sagittarius stream, are
included or excluded. We show that, by comparison to numerical simulations, stellar halos with shallower slopes
at large distances tend to have more recent accretion activity. Thus, it is likely that the Milky Way has undergone a
relatively quiet accretion history over the past several gigayears. Our measurement of the outer stellar halo profile
may have important implications for dynamical mass models of the Milky Way, where the tracer density profile is
strongly degenerate with total mass estimates.

Key words: Galaxy: formation – Galaxy: halo – Galaxy: stellar content – Galaxy: structure – stars:
horizontal-branch

Online-only material: color figures

1. INTRODUCTION

In our model universe, the balance between expansion and
collapse stipulates that the size and the mass of a galaxy are
set by its formation epoch (see, e.g., Press & Schechter 1974).
Once most of the galactic contents are in place, subsequent
matter infall adds little to the final mass budget (see, e.g., Zemp
2013). The total mass is dominated by dark matter; even though
gas and stars might extend as far, their densities drop faster
with radius and therefore contribute little to the integral over the
virial volume. However, despite amounting to only 1% of the
total galaxy luminosity or <0.01% of the total mass, the stellar
halo allows us to gauge the details of the mass distribution
beyond the edge of the disk.

The stars in the halo are more than mere tracers of the
potential. The dark matter radial density profiles are universal
(and hence featureless beyond the scale radius), or at least they
appear to be so for a considerable range of distances explored in
numerical simulations (e.g., Navarro et al. 1997). However, due
to the plummeting star-formation efficiency in low-mass sub-
halos (e.g., Bullock et al. 2000; Somerville 2002), the stellar
halo formation is a much more stochastic process. The lumpier
accretion, combined with extremely long mixing times (>1 Gyr)
can lead to a greater variety of stellar halo radial density profiles
(see, e.g., Libeskind et al. 2011). Therefore, there is hope that
by studying the phase-space and chemical properties of halo
stars today, we can uncover the fossil record of the Milky Way’s
accretion history.

In order to quantify the stellar halo distribution, we often fit
model profiles, such as power-laws and Einasto profiles (Einasto
& Haud 1989), to the stellar number counts. This approach has

4 Hubble Fellow.

been widely used in the literature, and although these models
may not represent a truly physical representation of the stellar
halo, they provide a useful framework that can be compared with
predictions from numerical simulations. Early work limited to
Galactocentric radii r ∼ 20–30 kpc found that the Milky Way
stellar halo follows an oblate, single power-law distribution with
minor-to-major axis ratio q ∼ 0.5–0.8, and power-law index
α ∼ 2–4 (e.g., Preston et al. 1991; Robin et al. 2000; Yanny et al.
2000; Newberg & Yanny 2006; Jurić et al. 2008). More recent
work, probing to greater distances in the halo, found evidence
for a “break” in the stellar density profile at r ∼ 20–30 kpc.5
These studies find a power-law slope of α ∼ 2–3 can describe
the stellar halo within r ∼ 20–30 kpc, but a steeper slope with
α ∼ 3.8–5 is required at larger distances (Bell et al. 2008;
Watkins et al. 2009; Sesar et al. 2011; Deason et al. 2011a).

Deason et al. (2013a) argued that this broken profile could
be caused by the build-up of stars at their apocenters, either
from the accretion of one massive dwarf, or from several dwarfs
accreted at a similar epoch. On the other hand, Beers et al.
(2012) claim that the change in power-law slope near the break
radius is caused by a transition from an “inner” to an “outer”
stellar halo population. Several groups have found evidence for
correlations between metallicity and kinematics of halo stars,
which perhaps suggest two distinct populations (e.g., Carollo
et al. 2007, 2010; Nissen & Schuster 2010; Deason et al. 2011b;
Hattori et al. 2013; Kafle et al. 2013). However, at present it
is not obvious whether these signatures can be produced purely
from the accretion of dwarf galaxies, or if some of these findings
are biased by distance uncertainties and/or contamination (e.g.,
Schönrich et al. 2011, 2014; Fermani & Schönrich 2013).

5 In fact, the first hint of a break in the stellar halo density profile at
r ∼ 25 kpc was reported by Saha (1985), using a sample of N ∼ 29 RR lyrae
stars.
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fBHB and fBS are constants used to ensure that the total number
of BHB and BS stars equals the total number of A-type stars
(NA = NtotfA). We take into account the uncertainty in the BS
absolute magnitudes by convolving the number density with a
Gaussian magnitude distribution. This distribution is centered
on the estimated absolute magnitude (MBS

g = MBS
g (g − r)) and

has a standard deviation of σMg
= 0.5.

In our analysis we assume the objects are A-type BHB and
BS stars or QSOs. Ntot = NA + NQ where NA = fANtot =
NBHB + NBS and NQ = fQNtot.

The number of QSOs in a cell of color, magnitude, and
longitude and latitude space is

∆NQ = NtotfQνQ(ugr,mg, #, b)∆x, (11)

where the QSO probability density, νQ is given by Equation (6).
The combined PDF for A-type stars and QSOs is then:

∆Ntot = ∆NA + ∆NQ.

= Ntot
(
(1 − fQ)ν∗ + fQνQ

)
∆x. (12)

Here, we have defined the unconvolved number densities for
A-type stars and QSOs. These PDFs are convolved with the
ugr,mg error distributions to give the convolved probability
density distribution:

ν̃ = ν ∗ G =
∫ ∫ ∫

ν(ugr∗,m∗
g)

× G(ugr − ugr∗,mg − m∗
g)d(u − g) d(g − r) dmg, (13)

where, G(ugr,mg) is a three-dimensional normal distribution
in u − g, g − r, and mg. The convolved densities are normalized
in ugr, mg, #, and b space over the color and magnitude ranges
specified in Equation (7), and over the area of the SDSS DR9
footprint.

The log-likelihood function can then be constructed from the
convolved probability density distribution,

logL =
Ntot∑

i=1

log [{(1 − fQ)ν̃∗(ugri,mg,i , #i , bi)

+ fQν̃Q(ugri,mg,i , #i , bi)}cosbi]. (14)

The overall fraction of QSOs, fQ = 1 − fA, and relative
fraction of BHB stars, fBHB, are computed iteratively for each
set of model parameters from the posterior PDFs:

p(QSO|ugr,mg) = NQν̃Q

NQν̃Q + NAν̃∗
(15)

p(BHB|ugr,mg) = NBHBν̃BHB

NBHBν̃BHB + NBSν̃BS
. (16)

These fractions give the relative contributions of BHBs, BSs,
and QSOs in our color–color, magnitude selection box, and
ensure the contributions sum to give the total number of stars
used in the modeling.

In the following section we outline our model assumptions
for the stellar halo density profile. The inner stellar halo density
profile (r ! 40 kpc) is chosen based on constraints in the litera-
ture. We construct a marginal likelihood function by integrating
over the adopted range of inner density profile parameters (α1,
α2, and rc, see Equations (17) and (18)). The maximum likeli-
hood parameters for the outer stellar halo profile (rb and αout,
see Equation (17)) are found using a brute-force grid search.

10 20 50 100
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10-3

10-2

10-1

100

ρ /
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Figure 7. Toy model of our adopted density profile. The “steep” model is
similar to the profile we measure for the Milky Way stellar halo (see results in
Section 5), while the “shallow” and “constant” models more closely resemble
the M31 stellar halo (see discussion in Section 6.3).
(A color version of this figure is available in the online journal.)

4.1. Model Assumptions

The likelihood method described above is general, and can
be applied to any number of model density profiles. Here, we
outline the model assumptions applied in our analysis.

The aim of this study is to quantify the outer stellar halo
density fall-off. We assume BHB and BS stars follow the same
density distribution, which we parameterize as a spherical triple
power-law:

ρ(r)BHB,BS ∝
{

r−α1 r " rc

r−α2 rc < r " rb

r−αout r > rb.
(17)

A toy model of this power-law profile is shown in Figure 7
for illustration. In this work, we only consider spherical radial
profiles. It is well-known that the stellar halo is flattened in the
inner regions (with minor-to-major axis ratio q ∼ 0.6–0.8; e.g.,
DBE11; Sesar et al. 2011), but it is unlikely that such a flattened
profile can exist to large radii. Here, we concentrate on the radial
density fall-off, and defer a study of the variation of shape of the
stellar halo with radius to future work. In Appendix B we create
mock data sets which have flattened stellar halos in the inner
regions, and discuss the implications of assuming sphericity at
all radii in our modeling procedure.

Previous work has shown that within r ≈ 40–50 kpc, the
MW stellar density follows a broken power-law (e.g., Bell et al.
2008; Sesar et al. 2011; DBE11). Based on this past work, we
assume the following constraints on rc, α1, and α2:

rc ∈ [20, 30] kpc
α1 = 2.5
α2 ∈ [3.5, 5.0]. (18)

In our analysis, we marginalize over the inner profile param-
eters. This assumes flat priors over the parameter space given
above. Note that the inner-most power-law slope is kept fixed as
this has little affect on the outer-most power-law (αout). The free
parameters in our analysis are thus, rb and αout, and we consider
values in the range: rb ∈ [30, 70] kpc and αout ∈ [2.0, 10.0].

7
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Fig. 7.— A toy model of our adopted density profile. The
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a spherical triple power-law:

ρ(r)BHB,BS ∝







r−α1 r ≤ rc
r−α2 rc < r ≤ rb
r−αout r > rb

(17)

A toy model of this power-law profile is shown in Fig.
7 for illustration. In this work, we only consider spherical
radial profiles. It is well-known that the stellar halo is
flattened in the inner regions (with minor-to-major axis
ratio q ∼ 0.6− 0.8; e.g. DBE11; Sesar et al. 2011), but it
is unlikely that such a flattened profile can exist to large
radii. Here, we concentrate on the radial density fall-off,
and defer a study of the variation of shape of the stellar
halo with radius to future work. In Appendix B we create
mock datasets which have flattened stellar halos in the
inner regions, and discuss the implications of assuming
sphericity at all radii in our modeling procedure.
Previous work has shown that within r ≈ 40− 50 kpc,

the MW stellar density follows a broken power-law (e.g.
Bell et al. 2008; Sesar et al. 2011; DBE11). Based on
this past work, we assume the following constraints on
rc, α1 and α2:

rc∈ [20, 30]kpc

α1=2.5

α2∈ [3.5, 5.0] (18)

In our analysis, we marginalize over the inner profile
parameters. This assumes flat priors over the parameter
space given above. Note that the inner-most power-law
slope is kept fixed as this has little affect on the outer-
most power-law (αout). The free parameters in our anal-
ysis are thus, rb and αout, and we consider values in the
range: rb ∈ [30, 70]kpc and αout ∈ [2.0, 10.0].

4.2. Tests with mock data

To demonstrate the ability of our modeling technique,
we apply our likelihood method to “mock” data. For our

mock data, we assume a (fixed) inner profile with rc = 25
kpc, α1 = 2.5 and α2 = 4.0, and consider three different
outer halo models: a “shallow” model with rb = 40 kpc,
αout = 3.0, a “constant” fall-off model with αout = α2 =
4.0, and a “steep” model with αout = 6, rb = 50 kpc. In
all mock datasets, we adopt overall population fractions
of fBHB = 0.18 and fQ = 0.23.
The following steps are applied to generate the mock

data:

• A-type stars (BHB and BS) and QSOs are drawn
from the (unconvolved) model PDFs defined in
eqns 6 and 10 using an acception-rejection algo-
rithm. Objects are generated in ugr,mg, #, b space
from uniform color, magnitude distributions, and
l, b are drawn randomly from the surface of a
sphere.

• For the A-type stars, g-band magnitudes are con-
verted to heliocentric distances using absolute-
magnitude color relations appropriate for each
stellar population. The BS absolute magnitudes
are scattered about their mean relations assuming
σMg

∼ 0.5.

• Only high latitude objects (with |b| > 30◦), inside
of the SDSS DR9 footprint are considered.

• The 3D error distribution in ugr,mg space appro-
priate for our SDSS DR9 sample (see Fig. 2) is
applied to the mock data. After photometric scat-
tering, only objects lying within the bounds defined
in eqn. 7 are considered.

• Our mock data sets are generated with the same
number of stars as our SDSS DR9 sample with
known substructures removed (N = 5213, see §4.3)

The magnitude distributions of our three models
(“shallow”: dashed green, “constant”: solid blue,
“steep”: dot-dashed red) are shown in Fig. 8. The
overall magnitude distributions for the three models are
similar, but there are clear differences between the BHB
star distributions; this is not surprising given that the
distance range of the BS stars generally lie within the
(fixed) inner density profile (e.g. approximately 77% of
BS stars are within r = 30 kpc).
The results of applying our likelihood method to the

mock data are shown in Fig. 9. In the left-hand panel
we show the likelihood contours in αout, rb space. The
filled and unfilled contours indicate 1- and 2-σ confidence
regions respectively. In all cases, our method is able to
reproduce, within the uncertainties, the true density pro-
files. In the right-hand panel we show the maximum
likelihood αout values for different fixed values of break
radius rb. The lines indicate the median values, and
the shaded regions encompass the 1-σ confidence regions.
The “steep” models show a characteristic steepening as
the adopted break radius is increased. Such models are
clearly distinguished from shallower profiles.
In the above exercise we adopt the same inner profile

as the input mock data (α1 = 2.5,α2 = 4.0, rb = 25
kpc). However, when we apply our method to the SDSS
DR9 data we marginalize over a wide range of inner pro-
file parameters (see eqn. 18). In Appendix B we show
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A toy model of this power-law profile is shown in Fig.
7 for illustration. In this work, we only consider spherical
radial profiles. It is well-known that the stellar halo is
flattened in the inner regions (with minor-to-major axis
ratio q ∼ 0.6− 0.8; e.g. DBE11; Sesar et al. 2011), but it
is unlikely that such a flattened profile can exist to large
radii. Here, we concentrate on the radial density fall-off,
and defer a study of the variation of shape of the stellar
halo with radius to future work. In Appendix B we create
mock datasets which have flattened stellar halos in the
inner regions, and discuss the implications of assuming
sphericity at all radii in our modeling procedure.
Previous work has shown that within r ≈ 40− 50 kpc,

the MW stellar density follows a broken power-law (e.g.
Bell et al. 2008; Sesar et al. 2011; DBE11). Based on
this past work, we assume the following constraints on
rc, α1 and α2:

rc∈ [20, 30]kpc

α1=2.5

α2∈ [3.5, 5.0] (18)

In our analysis, we marginalize over the inner profile
parameters. This assumes flat priors over the parameter
space given above. Note that the inner-most power-law
slope is kept fixed as this has little affect on the outer-
most power-law (αout). The free parameters in our anal-
ysis are thus, rb and αout, and we consider values in the
range: rb ∈ [30, 70]kpc and αout ∈ [2.0, 10.0].

4.2. Tests with mock data

To demonstrate the ability of our modeling technique,
we apply our likelihood method to “mock” data. For our

mock data, we assume a (fixed) inner profile with rc = 25
kpc, α1 = 2.5 and α2 = 4.0, and consider three different
outer halo models: a “shallow” model with rb = 40 kpc,
αout = 3.0, a “constant” fall-off model with αout = α2 =
4.0, and a “steep” model with αout = 6, rb = 50 kpc. In
all mock datasets, we adopt overall population fractions
of fBHB = 0.18 and fQ = 0.23.
The following steps are applied to generate the mock

data:

• A-type stars (BHB and BS) and QSOs are drawn
from the (unconvolved) model PDFs defined in
eqns 6 and 10 using an acception-rejection algo-
rithm. Objects are generated in ugr,mg, #, b space
from uniform color, magnitude distributions, and
l, b are drawn randomly from the surface of a
sphere.

• For the A-type stars, g-band magnitudes are con-
verted to heliocentric distances using absolute-
magnitude color relations appropriate for each
stellar population. The BS absolute magnitudes
are scattered about their mean relations assuming
σMg

∼ 0.5.

• Only high latitude objects (with |b| > 30◦), inside
of the SDSS DR9 footprint are considered.

• The 3D error distribution in ugr,mg space appro-
priate for our SDSS DR9 sample (see Fig. 2) is
applied to the mock data. After photometric scat-
tering, only objects lying within the bounds defined
in eqn. 7 are considered.

• Our mock data sets are generated with the same
number of stars as our SDSS DR9 sample with
known substructures removed (N = 5213, see §4.3)

The magnitude distributions of our three models
(“shallow”: dashed green, “constant”: solid blue,
“steep”: dot-dashed red) are shown in Fig. 8. The
overall magnitude distributions for the three models are
similar, but there are clear differences between the BHB
star distributions; this is not surprising given that the
distance range of the BS stars generally lie within the
(fixed) inner density profile (e.g. approximately 77% of
BS stars are within r = 30 kpc).
The results of applying our likelihood method to the

mock data are shown in Fig. 9. In the left-hand panel
we show the likelihood contours in αout, rb space. The
filled and unfilled contours indicate 1- and 2-σ confidence
regions respectively. In all cases, our method is able to
reproduce, within the uncertainties, the true density pro-
files. In the right-hand panel we show the maximum
likelihood αout values for different fixed values of break
radius rb. The lines indicate the median values, and
the shaded regions encompass the 1-σ confidence regions.
The “steep” models show a characteristic steepening as
the adopted break radius is increased. Such models are
clearly distinguished from shallower profiles.
In the above exercise we adopt the same inner profile

as the input mock data (α1 = 2.5,α2 = 4.0, rb = 25
kpc). However, when we apply our method to the SDSS
DR9 data we marginalize over a wide range of inner pro-
file parameters (see eqn. 18). In Appendix B we show
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(a)

(c)

(b)

Figure 1. (a) Dragonfly g-band image of the 3.◦33 × 2.◦78 area centered on the galaxy M101. North is up and east is to the left. (b) The same image, after subtraction
of stars and a model for large scale (!1◦) background structure. Owing to the excellent PSF of Dragonfly, stars as bright as ∼6th magnitude affect only a relatively
small number of pixels, and can be subtracted. (c) The 44′ × 44′ area around M101 at high contrast. The faint spiral arms on the east side of M101 (Mihos et al. 2013)
have a surface brightness of µg ∼ 29 mag arcsec−2. The color image in the center was created from the g and r exposures.
(A color version of this figure is available in the online journal.)

The data reduction followed standard procedures for imaging
data, taking care to preserve the large scale faint structure
in the images. After initial dark subtraction and flat fielding
with night-specific calibration frames a low-order illumination
correction was applied, created from a large number of dithered
observations over many nights. Each frame was also corrected
for the 1%–2% gradient in the night sky emission across the
field of view (see Garstang 1989) by subtracting a tilted plane.
Combined g and r images were created for each night, using
optimal weighting. The 13 images of all nights were combined
for each filter, again using optimal weighting. The reduced,
combined g-band image is shown in Figure 1(a).

The background in the images shows large scale variation
at a level of ≈0.2% (peak-to-peak) over the 3.◦3 × 2.◦8 field
(see Figure 1(a)). As this background is independent of camera
orientation and variations in the dither pattern it is most likely
Galactic cirrus emission,4 at levels of !30 mag arcsec−2. This
large scale background was removed by fitting a third-order
polynomial to a background image determined with SExtractor,
aggressively masking M101 and other objects in the field. In the
analysis of the surface brightness profile of M101 the average
subtracted background value in a particular radial bin was
added in quadrature to the uncertainty in the measured surface
brightness in that bin.

Stars were removed by modeling their spatially varying PSF.
First, large numbers of bright but unsaturated stars were used to

4 Some independent support for this comes from the IRAS 100 µm image of
the M101 field, which shows a broadly similar morphology (e.g., Zagury et al.
1999).

construct average PSFs in image sections. These PSFs were
then interpolated so that a PSF can be constructed for any
location in the image. Next, the wings of the PSF were modeled
by averaging saturated stars over the entire image. Care was
taken to mask neighboring stars in an iterative way when doing
the averaging, both when determining the spatially dependent
inner parts of the PSF and when constructing its wings. The
background- and star-subtracted g-band image is shown in
Figure 1(b).

3. THE SURFACE BRIGHTNESS PROFILE OF M101

The central 44′ × 44′ of the star-subtracted g-band image,
binned to a scale of 6′′ pixel−1, is shown in Figure 1(c).
The image shows the outer spiral arms of M101, including
the faint extensions to the east that were first identified by
Mihos et al. (2013). This emission, which corresponds to
spiral structure seen in neutral hydrogen emission (Walter et al.
2008; Mihos et al. 2012, 2013), has a surface brightness of
µg ∼ 29 mag arcsec−2.

We do not see coherent faint emission at larger radii. The
surface brightness of M101 falls off rapidly outside of the area
defined by the spiral arms, and we see no evidence for an
extended stellar halo or features such as M31’s “giant stream”
(Ibata et al. 2001). We quantify this visual impression with the
projected surface brightness profile, shown in Figure 2(a). The
profile was determined by averaging the flux in circular annuli
at increasing distance from the center of the galaxy. The profile
reaches µg ∼ 32 mag arcsec−2 at R ≈ 40 kpc, and there is no
evidence for an upturn that might have indicated a regime where
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Figure 2. (a) Radial g-band surface brightness profile of M101. The data reach
µg ≈ 32 mag arcsec−2. The gray line shows the profile of Mihos et al. (2013),
converted to the g band. (b) Color profile derived from the g and r images. The
broken green line is a constrained fit to the profile (Equation (2)).
(A color version of this figure is available in the online journal.)

light from the stellar halo dominates over that of the disk. The
g − r color profile is shown in Figure 2(b). The galaxy becomes
progressively bluer at larger radii.

The gray line in Figure 2(a) shows the surface brightness
profile measured by Mihos et al. (2013), converted from µB to
µg using their B − V profile and Equation (23) in Fukugita et al.
(1996). Within R = 15 kpc the data sets agree to !0.05 mag.
At R = 20–30 kpc there is a discrepancy, which is caused by
a difference in methodology: Mihos et al. (2013) determined
the median flux in each radial bin (C. Mihos 2014, private
communication), whereas we use the mean. The mean and
median are different at radial distances where the NE spiral arm
is prominent. The gray line in the bottom panel of Figure 2
shows the B − V profile of Mihos et al. (2013), converted
to g − r (Fukugita et al. 1996). The profiles are offset by
∆(g − r) = 0.08 ± 0.05, where the error bar reflects the
uncertainty in our zeropoint determinations only. Assuming
a similar uncertainty in the Mihos et al. (2013) zeropoints
and/or their conversions to standard filters, the difference is
not significant.

4. MASS DENSITY PROFILE AND CONSTRAINTS
ON THE M101 STELLAR HALO

4.1. Construction of the Mass Density Profile

We quantify the contribution of the stellar halo to the total
mass of M101 by fitting the radial profile of M101. We first
convert the observed surface brightness profile to a radial mass
density profile. This step is important as M101 has a strong

color gradient (Figure 2(b)), and the mass-to-light (M/L) ratio
correlates with color (Bell & de Jong 2001). We use the
following relation between surface brightness and stellar surface
density:

log(ρ) = −0.4(µg − 29.23) + 1.49(g − r) + 4.58, (1)

with µg in mag arcsec−2 and ρ in M# kpc−2. Equation (1) was
determined from the observed relation between rest-frame g − r
color and M/Lg ratio for galaxies with 0.045 < z < 0.055,
10 < log(M/M#) < 10.7, and 0.2 < (g − r) < 1.2 in the
SDSS DR7 (as provided by the MPA–JHU release; Brinchmann
et al. 2004). The MPA–JHU relation between M/Lg and g − r
has a scatter of 0.12 dex and assumes a Chabrier (2003) initial
mass function. Instead of the observed colors, which have large
uncertainties at R > 20 kpc, we used a fit of the form

(g − r) =
{−0.32 log(R) + 0.67, if R " 29 kpc

0.20, if R > 29 kpc
. (2)

This fit is indicated by the broken green line in Figure 2(b).
The mass density profile is shown in Figure 3. The form is

similar to the surface brightness profile, except for the central
regions as those are more prominent in mass than in blue light.
The data reach surface densities of !104 M# kpc−2, and a non-
parametric limit on the stellar halo of M101 is that it has a stellar
mass density lower than this limit at R # 50 kpc.

4.2. Fitting

The profile is well-described by an exponential disk and a
Sersic (1968) bulge. This fit has the form

ρ(R) = ρ0,d exp
(

R

Rd

)
+ ρ0,b exp

[

−4.85
(

R

Re

)1/n
]

, (3)

with ρ0,d = (4.40 ± 0.11) × 108 M# kpc−2, Rd = 3.98 ±
0.06 kpc, ρ0,b = (2.24 ± 0.08) × 1010 M# kpc−2, Re = 1.67 ±
0.12 kpc, and n = 2.62 ± 0.16. The fit is shown by the red solid
line in Figure 3(a). We note that the “bulge” may in fact be
more appropriately called an inner disk; as is well-known M101
has a very low central velocity dispersion and spiral arms that
continue into the central few arcsec (Kormendy et al. 2010).

The residuals from the fit are shown below panel (a) of
Figure 3. They are < 0.1 dex at R = 0–40 kpc and within
the 1σ error bars at larger radii, confirming that there is no
significant upturn in the profile. We quantify the contribution of
a halo component by fitting the residuals. To parameterize the
halo we adopt model “U” in the Courteau et al. (2011) analysis
of the M31 light profile (their preferred model). This model is a
power law:

ρ(R) = ρ0,h

[
1 + (30/ah)2

1 + (R/ah)2

]α

. (4)

The values of ah and α are fixed to the best fits for M31,
ah = 5.20 kpc and α = 1.26 (see Table 4 of Courteau et al.
2011). Fitting the normalization (i.e., the halo surface density
at 30 kpc) gives ρ0,h = 7+13

−7 × 103 M# kpc−2. The combined
disk + bulge + halo model is shown by the red line in Figure 3(b).

The total mass implied by this model of M101, integrated to
R = 200 kpc, is Mtot,∗ = 5.3+1.7

−1.3 × 1010 M#. The halo mass is
Mhalo = 1.7+3.4

−1.7 ×108 M#, and we infer that the fraction of mass
in the halo is fhalo = Mhalo/Mtot,∗ = 0.003+0.006

−0.003. This fraction
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